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Abstract

This article reviews Matthew Liao’s edited volume Ethics of Artificial Intelligence. Liao’s volume consists of seventeen essays organized into four sections: Building Ethics into Machines, The Near Future of AI, The Long-Term Impact of Superintelligence, and Artificial Intelligence, Consciousness and Moral Status. The core arguments and issues discussed in Liao’s volume remain philosophically interesting. The book's insights into the theoretical foundations of AI ethics, the potential impact of superintelligence, and the moral status of AI, continue to be valuable contributions. What it is missing from this volume and what we have seen explored in detail in the intervening years is engagement with questions around the broader social impacts of AI. The main topics of recent work have been fairness and algorithmic bias, privacy, and the impacts on human interactions. In this review, I focus on some of the most interesting arguments from the volume and I make some suggestions about the ways that the field has changed in the years following its publication.
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Looking back on Matthew Liao’s landmark edited volume Ethics of Artificial Intelligence provides an opportunity to consider the transformation of the field in the years following its appearance. Liao’s volume consists of seventeen essays organized into four sections: Building Ethics into Machines, The Near Future of AI, The Long-Term Impact of Superintelligence, and Artificial Intelligence, Consciousness and Moral Status. Its contributors come from a range of disciplinary backgrounds and many of them continue to be prominent figures in public discussions of AI. Much of the content derived from a conference at NYU in 2016. In the years since the inception of the volume, the tone and focus of AI ethics has changed in two major respects. First, recent AI ethics has increasingly focused on practical and often highly technical solutions to specific challenges around privacy, transparency, security, fairness, and bias. And second, a broader intellectual reorientation has occurred involving the social consequences of algorithmic and data science technologies. This second change is a move away from more speculative or long-term worries about, for example, the risks and challenges of post-singularity machine intelligence to engagement with the immediate and near-term effects of AI and other data-driven technologies.  
In part, the changing character of AI ethics is a result of our having lived through the changes already wrought on our social and political lives by social media platforms and mobile telephony (Burgess, J., Poell, T., & Marwick, A. E., 2020; Tufekci, Z., 2017). Recent history has shown us that data science technologies have the potential to change our personal lives and our societies in ways that have profound moral and political significance. In addition to political and social concerns, contemporary AI ethics is more attuned to the ethical implications of AI in specific application domains, such as healthcare, finance, and criminal justice. Despite the ways that the field has transformed, the core arguments and issues discussed in Liao’s volume remain philosophically interesting. The book's insights into the theoretical foundations of AI ethics, the potential impact of superintelligence, and the moral status of AI, continue to be valuable contributions.
Liao’s introduction to the volume is excellent.  It provides a substantial overview of AI ethics that covers a far wider range of topics than the volume itself.  In describing his editorial approach, Liao writes that he used “broad strokes to highlight some of the central themes in the ethics of AI” (p. 25). At 500 pages, this is already a very big book and each of its four parts could be the subject of its own volume. In this essay I focus on what I take to be the most interesting arguments of the book. While we differ with respect to what count as central themes in the ethics of AI, this volume effectively captures the early period of development in a fast-moving area of research.  
The first part of the volume addresses the challenge of designing AI systems that can behave ethically. For readers from academic philosophy, papers by Peter Railton and Frances Kamm will certainly be the highlights of this section.  Kamm’s essay on the use of trolley problems in discussions of technology helpfully clarifies the difference between the way that such scenarios and thought experiments figured in moral philosophy originally and the way that trolley scenarios figure in questions of legal liability, risk, and responsible design figure in corporate and engineering decisions around self-driving vehicles.  Her essay will be useful to anyone attempting to safely navigate this literature.  

Many AI ethicists have called for systems that behave in ways that are aligned with what they expect from a normal and reasonably good human adult.  While the question of what it means for AI to be aligned with human values is not well understood, value alignment continues to be a widely assumed research goal for the development of AI.  Railton accepts this goal and argues that we ought to develop the moral reasoning abilities of AI in the same way that moral learning happens in human children.  He takes this to require the moral learner to pay attention to the ways that other human beings act for themselves, respond to the actions of others, and adapt their own actions appropriately. Railton’s background idea here is that becoming a moral agent is a matter of conforming to the judgments and practices of a moral community.  
The transition to moral sensitivity in children is difficult to explain. Traditionally it was assumed that babies start out ignorant of and insensitive to the moral dimension of reality, but that in a few years they typically come to learn the basics from others and by coming to adapt their behavior in conformity with their cultural environments. In recent decades, this assumption has been at least partially revised, and psychologists have argued that some aspects of moral sensitivity are already present in newborns. In any event, there is experimental evidence that human babies make judgments that have a moral valence prior to our exposure to cultural pressures.
 If AI is to be a moral learner, Railton recommends that it should be trained similarly to the way we traditionally believed human babies learn from their communities - by paying attention and being responsive to the responses of others and by adapting to those responses in ways that we would approve of. Because of the ways that machine learning models are trained, arguably, Railton’s recommendations are already being followed. Large language models, for example, aim to conform to community standards in their training phase. Notice that it is precisely in this context where moral philosophy turns out to be most sorely needed in the development of AI. As Abeba Birhane and many others have pointed out in recent years, when we provide our systems with training data - their cultural environment - we are already making decisions that have non-trivial moral and political features.  For example, if we want an AI to be as vulgar and racist as many of us are, a good recipe is to let it learn from the text on the internet (Birhane & Prabhu 2021).  
The learning environment an innocent young AI inhabits is the result of a series of moral decisions:  Do I allow the AI to learn about sexual ethics from Pornhub? What justifies my decision in this context? Most young people in contemporary society learn about sex from online pornography; why would we think that training an AI similarly would be a bad idea? Do I set it loose on 4Chan or Stormfront to learn its racial politics? Will AI learn how to respond to disagreement appropriately by reading Twitter/X or Bluesky? In practice, technologists assess the moral and political characteristics of the cultural environments that serve as the basis for training machine learning systems and make judgments about those environments.  
Happily, we are not trapped within the constraints of our cultural contexts when we make moral judgment. Most neurotypical adults are capable of reasoning about moral questions concerning the value of different educational environments in ways that (to varying degrees) take us beyond the limits of our own group consensus or individual interests and beyond our own culturally conditioned training sets. The decisions that go into selection and preparation of data for machine learning involve many moral, political, and epistemic questions. When large language models (LLM) are trained, their designers try to shape the learning corpus and the learning process in ways that generate outputs they consider conducive to the norms of polite society in the kinds of communities that these designers inhabit (Nichols 2022; Vidgen and Derczynski 2020). Designers strive to keep the model and the data sets it relies on within some basic guardrails. These norms and guardrails should be subject to debate and in fact a great deal of contemporary AI ethics is dedicated to discussions of precisely this kind (Birhane Prabhu and Kahembwe 2021; Jurgens, Chandrasekharan and Hemphill 2019). 
The fact that the training of machine learning models is embedded in a normative context is simply undeniable. With this in mind we can revisit Railton’s suggestion with respect to moral learning. Given, for example, that LLM are trained on a vast corpus of data drawn from archives of almost everything that is available on the public internet, AI already has access to the textual record of our responses (at least as far as those responses are recorded online). These training sets aren’t enough by themselves and in practice moral principles or at least norms in specific communities shape how training data are curated by the corporations that build these models.  While the tendency in machine learning is to create systems that cleave closely to consensus, mature moral sensitivity typically requires critical capacity. In this sense moral learning for AI requires morally sensitive teachers who have a critical perspective on the norms of their community.  
Railton likely intended something richer than text alone be available to AI as the basis of moral learning.  He could point to the importance of embodied and contextually sensitive social responses in environments in which human children are typically embedded.  But setting AI into any such learning context involves morally and politically charged decisions, no matter how embedded, embodied, and human seeming those environments might be.  It is safe to assume that even in the life of human children some complex cultural and social environments are more conducive to the development of decent adults than others. If a child or an AI is raised in a high trust culture with high degrees of social solidarity, for example, it is a safe bet that they will be disposed to engage in friendly and prosocial actions.  
Guardrails for artificial moral learners are determined by preexisting norms and evaluating these norms is a matter where moral philosophers have a role.  That moral task - as Steve Peterson notes in his contribution to the volume - cannot be accomplished by simply describing how people in particular spatio-temporal locations tend to respond and act. As Shannon Vallor and Wendell Wallach write in their essay: “Observation of human behavior, from which value-alignment theorists aim to deduce the desired “values” to which machines should align their behavior, might reveal and individual’s or a community’s preferences, but it will not indicate what is right, good, just, or appropriate” (p. 385). Thus, we cannot defer the task of raising baby AI systems to researchers whose goal is to describe or model existing preferences if we hope for ethical outcomes. Philosophers are not off the hook. 
Unfortunately, many of the papers in this volume deny that moral philosophy is directly useful in the development of AI. Authors assume either that philosophical disagreement is intractable (p. 64), that in any case, applications of general principles require “a large quantity of ethical understanding” (p. 64), that if people are unsatisfied with moral principles they are likely to opt out (p. 110), or authors simply sidestep the issue entirely “In this work we do not seek to make normative judgments about what should be done” (p. 127, emphasis theirs).  
Elsewhere in the volume, Wallach and Vallor present a critical response to the “value-alignment” efforts in AI research. As an alternative, they argue that AI researchers should attempt to create systems that actually possess moral virtues. In his paper, Petersen explores the challenge of instilling final values or guiding ethical principles in AI. While it is not clear how a machine learning model could embody the virtues or grasp ultimate values, both papers also count as responses to some of the arguments presented by Nick Bostrom and colleagues in the superintelligence literature.  

Part Two includes an essay on the worry that AI will cause mass unemployment and it recommends a basic income scheme, another essay argues that autonomous weapons should always remain under human control, and another that sexbots should not be shaped like biologically female human beings. While these are undoubtedly interesting topics, it is notable that while Part Two is devoted to the near-term ethics of AI, it has no papers addressing privacy, bias, opacity, trust, fairness, or explainability. Arguably, the paper by Cathy O’Neil and Hanna Gunn comes close but it is primarily arguing for a methodological tool that can help data scientists and ethicists understand the AI design process. Readers interested in contemporary problems related to how AI and data science technologies more generally have already changed our ethical and political landscape and how AI is changing the relationships between individuals and corporate or governmental power will not find detailed discussions in this volume. This deficiency is the most serious weakness of the volume.   
Another important weakness of the volume is its lack of attention to the fascinating technical challenges and solutions that often arise in response to ethical concerns.  So, for example, the increasing use of AI exacerbates concerns about the collection, storage, and use of personal data, potentially leading to breaches of privacy and manipulative uses of information. Contemporary AI models can make inferences about individuals from publicly available sources that would previously not have been accessible. As a result, protecting privacy is increasingly challenging.  One response to this has been a technical effort to develop ways to carefully and systemically add calculated "noise" to the data or the results of analyses. This noise obscures individual details while preserving overall patterns. What is known as differential privacy, has become a lively topic of concern (Dwork 2008). Differential privacy is a system for publicly sharing information about a dataset by describing the patterns of groups within the dataset while withholding identifiable information about individuals in the dataset. The goal is to make it nearly impossible to tell if a specific person's data was included in the dataset or not, even if the attacker has a lot of outside knowledge (Ji et al. 2014). I mention this here only as an example of the kinds of technical solutions to ethical concerns that have been developed over the past decade of so.  Researchers in AI ethics are actively involved in formal reasoning about topics like privacy, fairness, and bias that can support technical solutions of various kinds but also, and perhaps just as importantly philosophers can be involved in the design of systems and interfaces in ways that promote goodness and human flourishing.  

Parts Three and Four concern the long-term risks of superintelligence and whether AI systems can be conscious or have rights. Susan Schneider proposes some criteria for determining whether AI is conscious, Eric Schwitzgebel and Mara Garza provide four general ethical principles for creating AI with human-level capacities. Liao’s own essay outlines a theory of moral status that would help us to decide when AI should be treated as a member of our moral community rather than as a mere tool. He also usefully reflects on circumstances in which an AI could have a greater moral status than a human person.  

In their fascinating paper, Nick Bostrom, Allan Dafoe, and Carrick Flynn take the imminent arrival of superintelligent AI as a starting point for thinking about policy choices facing those responsible for national and transnational governance. They discuss, for instance, the equitable treatment of intelligent artificial beings, their political representation, control over their procreation/replication, etc. Arguably, some aspects of their considerations (like many of the papers in Parts Three and Four) depend on unrealistically optimistic predictions concerning the imminent arrival of the singularity, but this doesn’t mean that they have no philosophical value.
 One way to think about the idea of a superintelligent posthuman future is as a kind of philosophical fable. Just as the idea of the state of nature helped to shape early modern political philosophy, the singularity can usefully organize our deliberations concerning the development of policies related to technology. For example, when Bostrom and colleagues reflect on ways that an AI-generated cornucopia of vast economic wealth would change the moral responsibilities of rich countries with respect to their poorer neighbors, it is arguably the case that even non-cornucopic economic growth affects our responsibilities. Singularity or not, we face many of the issues that Bostrom and colleagues point out: problems associated with existential risk, allocation of resources, population, the epistemic challenge facing governance in complex policy decisions, the pace of social and cultural change, etc. Bostrom and colleagues helpfully use the threat of the singularity as a way to sharpen our focus on these issues, but of course these questions don’t go away if the singularity never comes.  
This volume is a valuable resource for researchers in the ethics of AI and will be an approachable and fun text for courses on the topic. What it is missing from this volume and what we have seen explored in detail in the intervening years is engagement with questions around the broader social impacts of AI.  The main topics of recent work have been fairness and algorithmic bias, privacy, and the impacts on human interactions. Other topics include changing social norms (Zulfiqar 2024), economic transformation (Lu 2019), effects on education (Shiff 2022), epistemic injustice (Symons and Alvarado 2022), and so-called digital colonialism (Kwet 2019).  Finally, there has been increased attention to the kinds of agency that AI artefacts can exhibit (Symons and Abumusab 2024).  
These changes in AI ethics have come, in part, because of the way that the technology itself has developed.  For example, the social effects of large language models (LLM) were barely perceptible to the authors writing in this volume but they are now undeniable and urgent. Consider some of the basic philosophical questions that are now very difficult to avoid: How do we think about the value of close personal relationships in a time where AI powered companions are becoming widely available? How do we understand the changing status of expertise and intellectual and scientific authority in machine learning powered and highly software intensive science? Given the proliferation of deceptive AI generated content online, how should our attitude towards credibility, testimony, and free expression change? How should we understand the value of our work lives given the ways that AI will change the economics of the labor market? The stunning and impressive power of LLMs forces us to ask basic questions about what we ought to value and how we should collectively protect what we value.  

Liao’s volume has hints of this realignment, but at this point the changed situation is impossible to avoid. As teachers, for example, we have witnessed a significant disruption to traditional education wrought by LLMs. In the wake of the widespread adoption of LLMs, educators have struggled to adapt to the opportunities and harms of these technologies.  Navigating the effects of AI requires us to rethink the role and value of the practices and social institutions that support education. More fundamentally, the emergence of AI requires us to reconsider the purposes of education. What is the point of having students write essays in college level courses, in the age of LLMs? What were we trying to teach our students when we required them to write essays? As we ask these questions we are quickly drawn into more basic questions: What is the point of school anyway? Who counts as an educated person? And so on.  In a sense, we should have been asking these questions all along, and some subset of philosophers has always asked these questions in their scholarly work and teaching. Happily, as we tackle questions around AI we have a deep philosophical tradition to draw upon for resources. This tradition has ample resources for thinking about fundamental questions concerning the value and purpose of work, education, close personal relationships, and scientific inquiry. And the emergence of AI offers the opportunity to return to the kinds of fundamental reflection that has been characteristic of the philosophical tradition. Many of the immediate practical questions are forcing themselves on us in ways that require fundamental moral and political reflection to answer.  
As AI technologies become more ubiquitous aspects of contemporary life, philosophers have the opportunity and obligation to help communities rethink foundational moral and political questions as we collectively grapple with practical and immediate questions around the design and deployment of AI. Of course, this does not mean that we should forego speculative philosophical research. Reflections on what life would be like in a post-singularity world have their place and it is prudent to think about existential risks that new technologies pose.  However, at this point we are also fully aware of the social harms that data driven technologies have already caused and it has become obvious that considering the social and political effects is a key part of what the ethics of AI must be. 
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� See Hamlin (2013) for a review of evidence showing something like an innate core of moral capacities in human babies.  


� For criticism of the idea of a superintelligence explosion see Landgrebe and Smith 2019, Symons and Horner 2014; 2017 and Horner and Symons 2020.





